Health 5.0 and Innovative, Intelligent,
Blomedlcal Methods

. i uﬂ ;

.'?]'”l[p



mailto:lalit.garg@um.edu.mt
http://lalitgarg.info/

Health 5.0 and Innovative, Intelligent,

Biomedical Methods

Lalit Garg,

Senior Lecturer, University of Malta, Malta
Honorary Lecturer, University of Liverpool, UK
e-mail: lalit.garg@um.edu.mt
web: http://lalitgarg.info/

Phone: +356-2340-2112

20/04/2022 L-Universita
ta' Malta



mailto:lalit.garg@um.edu.mt
http://lalitgarg.info/

Some Artifiial Intelligence Systems for

COVID-19 Outbreak Management

20/04/2022 L-Universita
ta' Malta



Health 5.0

20/04/2022 L-Universita
ta' Malta



Health 5.0
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https://medium.com/qut-cde/health-5-0-the-emergence-of-digital-wellness-b21fdff635b9

Health 5.0

Features:

® Quality of life

® Selt-service

® Data-driven healthcare

® Electronic life records (Patient lifelog)
* Highly proactive

® Industry agnostic

® Value based business model

o Boundaryless
Kowalkiewicz, M. (2017), Health 5.0: the emergence of digital wellness, [Online]
https://medium.com/qut-cde/health-5-0-the-emergence-of-digital-wellness-b21fdff635b9
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Health 5.0

Technologies:

Extended Health Intelligence: Al/ML predictive/ prescriptive

analytics and digital twin

Sensors: Smart wearables, cyborg, satellites, wireless sensor

networks and IoTs
5G/6G: Cloud computing, telemedicine and Mobile health
Robotics (computer vision and natural language processing)

Gene editing, genomics, epigenomics proteomics and
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Predictive and prescriptive analysis in

healthcare
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Predictive analysis in healthcare

® Predicting health status, disease risk and response based on

the information already known.

® Predicting the positive and negative impact of various factors
including
® Genetic make-up or genomic profile
® Present health status (phenotype)
® Environmental factors (weather, pollution, geography etc)
® Diet and Medicine
® Sleep, stress, life style and activities (including contact tracing)
® Exercise and therapy

* Relationships, social and economical status
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Prescriptive analysis in healthcare

Using predictive analysis to generate (personalized)
prescriptions to minimize disease risk and improve or ensure
health and wellbeing. Prescriptions might include:

* Controlling environmental factors (weather, pollution,

geography etc)

® Diets, Medicines

® Sleep, stress, life style changes

® Exercise and therapy

® Medical tests, investigations

® Treatment, surgery, gene editing

® Precautions and monitoring
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Digital twin (DigitalU) in healthcare
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The Digital Twin of Earth

e This is a project lunched by ESA in 2020.

e Implement Earth observation into the creation of a digital
twin of Earth — a dynamic, digital replica of our planet
which accurately mimics Earth’s behavior.
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What is Digital Twin of Earth (Cont ..)

* Objectives :

» Monitoring environmental threats like , rising sea levels, increasing
ocean acidification and more intense extreme events like floods and

heat waves.
e Accurate Modeling of the Earth.

o Study the environmental activities like Forest erosion , Hydrology,
Antarctica, Food Systems, Ocean and Climate Hot Spots.

e Observed near future effects of climate change on Mother Earth.
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Application of Digital Twin of Earth
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Fusion of Digital Twin of Earth with
Human Digital Twin
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Digital Twin in Healthcare

» Digital twins are digital representations of human physiology built on
computer models — in which data relating to both the individual and the
population are introduced.

e The use of digital twins in healthcare is revolutionizing clinical
processes and hospital management by enhancing medical care with
digital tracking and advancing modeling of the human body.

 |In the future may also help physicians optimize the performance of
patient-specific treatment plans.
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Medical Devices Attributes For Digital Twin
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Facility Attributes For Digital Twin
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Digital twin (DigitalU) in healthcare

Source: https://'www.vesgymebhealth.com/digital-twin- L-Universita
computer-model-of-patients-5120469 ta' Malta




Digital Twin in Healthcare

Beitter diagonstics

l Less invasive treatments

Fewer side-effects, less error

Faster medicine discowveny

Shorter treatmeant periods

Faster climical trials

Better logistics and
maintenance

FPatients have more power

over treatment parameters

Patents take ownership of
their body data

Fair and equal treatment of
patients

Less animal suffering

Sensithve, personal content
shared

Third paries using data gainst
patient interests

Poor guality of data

Responsibility and accountaiblity

Patinet-practicioner relaitonship

Disrupted self-care

Modeling based on the white,
healthy, middle-aged male

Morth-south, rich-poor injustice by
acoess

Exluding those who do not use
the technolbogy

Environmental risks

Technology push amnd lock-in
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Human Attributes For Digital Twin
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Digital Twin Model
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Digital twin (DigitalU) in healthcare

Making and keeping your digital copy (software replicas)
containing all required information about you together with

your 3D image/scan. It can also contain:

I. Your general information (hight, weight, shape, BMI etc.)
2. Your genomic profile and phenotype

3. Your medical history

4. Your family history (health related)

5. Your diet, activity, travel history

6. Your predictive/prescriptive analysis

You can keep it and share it with your doctors or others by

selecting the inforr%t&%)zg you want to share. LR icrpaiv
ta' Malta



Digital twin (DigitalU) in healthcare

It can help:

1.
2.
3.

S

Predicting health status

Predicting disease risks

Recognising unexpected health changes
Identitying factors atfecting health

Determining the most effecting
Treatment

Therapy

Behavioural intervention (behavioural medicine)

Dietary intervention (nutrition)

4/20/2022
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Digital twin (DigitalU) in healthcare

It can help:

6. Improving patient monitoring

7. Disease warning

8. Patient education

9. Improving physician-patient relationship
10. Predicting resource requirements

I'1. Ensuring resource availability

12. Focusing on Prevention

13. Reducing hospital visits

14. Facilitating effecting telemedicine

4/20/2022
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Digital twin (DigitalU) in healthcare

It can help:

15.
16.
17.
18.
19.
20.
21.
22.

Medicine as an Open Loop System
Better personalized medicine
Reducing medical errors

Controlling drug resistance
Controlling hospital acquired infection
Reducing Insurance premium

Developing and sharing patient lifelog

Promptly recognising and containing infectious disease

outbreak

4/20/2022
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Digital twin (DigitalU) in healthcare

It can help:

23. Promptly recognising factors responsible for non-

communicable diseases
24. Developing better public health measures/policies
25. Analysing impact of public health measures
26. Health fraud detection and prevention.
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Anonymity Preserving loT-Based
Contact Tracing Model
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E ABSTRACLT Automated digital contact tracing is effective and efficient, and one of the non-pharmaceutical
complementary approaches to mitigate and manage epidemics like Coronavirus disease 2019 (COVID-19).
Despite the advantages of digital contact tracing, it is not widely used in the western world, including the US
and Europe, due to strict privacy regulations and patient rights. We categorized the current approaches for
contact tracing, namely: mobile service-provider-application, mobile network operators’ call detail, citizen-
application, and [oT-based. Current measures for infection control and tracing do not include animals and
moving objects like cars despite evidence that these moving objects can be infection carriers. In this article.
we designed and presented a novel privacy anonymous loT model. We presented an RFID proof-of-concept
for this model. Our model leverages blockchain's trust-oriented decentralization for on-chain data logging
and retrieval. Our model solution will allow moving objects to receive or send notifications when they are
close to a flagged. probable, or confirmed diseased case, or flagged place or object. We implemented and
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Anonymity Preserving loT-Based
Contact Tracing Model
Funding body:Malta's Research Innovation &

Development Trust (RIDT) and Alfaisal University,
Riyadh, Saudi Arabia
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Anonymity Preserving loT-Based
Contact Tracing Model

Collaborative partners:
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Anonymity Preserving loT-Based
Contact Tracing Model

1. Preserves users privacy/ anonymity
2. Trace any moving objects including
I. Human

II. Animals

III. Vehicles

3. Based on RFID (Radio Frequency Identification Device)

4. leverages blockchain’s trust-oriented decentralization for

on-chain data logging and retrieval

412012022 L-Universita
ta' Malta



Anonymity Preserving loT-Based
Contact Tracing Model

I. Leverages blockchain’s trust-oriented decentralization for

on-chain data logging and retrieval
2. Allows moving objects to receive or send notifications
when they are close to

I.  atlagged, probable, or
II.  confirmed diseased case, or

1. ﬂagged place or object.

412012022 L-Universita
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Anonymity Preserving loT-Based
Contact Tracing Model

1.

[ess than one-second deployment and call time for smart

contracts
25 seconds on Ethereum public blockchain
Easy to identify clusters of infection contacts

Help deliver a notification for mass isolation while
P

preserving individual privacy
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Anonymity Preserving loT-Based
Contact Tracing Model

1. It can be used to
1. Understand better human connectivity,
Model similar other infection spread network,

Develop public policies to control the spread of COVID-19

el S

Finding super spreader, hotspots and responsible behaviour.
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Anonymity Preserving loT-Based
Contact Tracing Model

The Blechchain network
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Anonymity Preserving loT-Based

Contact Tracing Model

Read and write

Distributed Applications

{ Citizen and Provider applications
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Distributed Ledger Technology
{ Blockchain Smart Contract 3
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Covid-19: Disease Network

Design
Monitoring
Tracking
Sharing
Analysing
Learning
Predicting
Preparing
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Covid-19: Patient lifelog sharing

1. Medical history
Travel history

Activities and behaviour

>~ b

Family history
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More 1nfo...

* Garg L, Chukwu E, Nidal N, Chakraborty C, Garg G (2020). Anonymity preserving
[oT-based COVID-19 and other infectious disease contact tracing model. IEEE Access.
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Healthcare self-service Kiosk

Lalit Garg,
Emeka Chukwu
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Healthcare self-service Kiosk

1. A novel healthcare self-service Kiosk.

2. The kiosk is interfaced to a database, backend, and

Frontend interfaces.

3. The kiosk is used by a client visiting the hospital to

self-centre historical data.

4. The sensors help capture the blood pressure,

temperature, and weight in this initial prototype.

5. Our prototype use a Raspberry pi lightweight

server, connected to all the interfaces
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Healthcare self-service Kiosk
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Hospital bed occupancy and
requirements forecasting
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Intelligent Patient Management and Resource
Planning for Complex, Heterogeneous, and
Stochastic Healthcare Systems

Lalit Garg, Member, IEEE, Sally 1. McClean, Maria Barton, Brian J. Meenan, and Ken Fullerton

Abstraci—EfTective resource requirement forecasting is neces-
sary to reduce the escalating cost of care by ensuring optimum
utilization and availability of scarce health resources. Patient hos-
pital length of stay (LOS) and thus resource requirements depend
on many factors including covariates representing patient charac-
teristics such as age, gender, and diagnosis. We therefore propose
the use of such covariates for better hospital capacity planning.
Likewise, estimation of the patient’s expecied destination after
discharge will help in allocating scarce community resources. Also,
probable discharge destination may well affect a patient’s LOS in
hospital. For instance, it might be required to delay the discharge
of a patient so0 as to make appropriate care provision in the
community. A nomber of deterministic models such as ratio-hased
methods have failed to address inherent variability in complex
health processes. To address such complexity, various stochastic
maodels have therefore been proposed. However, such models fail to
consider inherent heterogeneity in patient behavior. Therefore, we
here use a phase-type survival tree for groups of patients that are
homogeneons with respect to LOS distribution, on the basis of co-
variates such as time of admission, gender, and disease diagnosed:
these homogeneous groups of patients can then model patient
flow through a care system following stochastic pathways that are
characterized by the covariates. Our phase-tvpe model is then

provide a stochastic approach to capacity planning across complex
heterogeneous care systems. The approach is illustrated using a
five vear retrospective data of patients admitted to the stroke unit
of the Belfast City Hospital.

Index Terms—Capacity planning, cost, decision-making, fore-
casting, health information management, medical information sys-
tems, operations research, optimal control, prognostics and health
management, stochastic systems.

[. INTRODUCTION

FFECTIVE resource requirement forecasting is neces-
Eﬁ:].l"_'r' to minimize the escalating cost of care by en-
suring optimum utilization and availability of scarce health
resources [1]. Patient hospital length of stay (LOS) and thus
resource requirements depend on many factors including co-
variates representing patient characteristics such as age, gender,
and diagnosis [2]. It is therefore necessary to consider the effect
of such covariates for better capacity planning. Information
about the patient demography helps in making better allocation
of scarce resources. Predicting different treatment outcome,
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A non-homogeneous discrete time Markov model
for admission scheduling and resource planning in a cost
or capacity constrained healthcare system

Lalit Garg - Sally McClean - Brian Meenan -
Peter Millard

Received: 5 March 2009 / Accepted: 23 October 2009
) Springer Science+Business Media, LLC 2009

Abstract Healthcare resource planners need to develop
policies that ensure optimal allocation of scarce healthcare
resources. This goal can be achieved by forecasting daily
resource requirements for a given admission policy. If re-
sources are limited, admission should be scheduled according
to the resource availability. Such resource availability or
demand can change with time. We here model patient flow
through the care system as a discrete ime Markov chamn. In
order to have a more realistic representation, a non-
homogeneous model 1s developed which incorporates time-
dependent covanates, namely a patient’s present age and the
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using a historical dataset from the genatric department of a
London hospital.

Keywords Resource management - Admission scheduling -
Non-homogeneous Markov model - Stochastic optimal control
1 Introduction

Admission scheduling [1, 2] and resource planning [3] are
fundamental problems which require complex strategies to
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Phase-Type Survival Trees and Mixed Distribution
Survival Trees for Clustering Patients’ Hospital
Length of Stay

Lalit GARG!, Sally McCLEAN!, Brian J. MEENAN!,
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Abstract. Clinical investigators, health professionals and managers are often interested in devel-
oping criteria for clustering patients into clinically meaningful groups according to their expected
length of stay. In this paper. we propose two novel types of survival trees; phase-tyvpe survival trees
and mixed distribution survival trees, which extend previous work on exponential survival trees.
The trees are nsed to cluster the patients with respect to length of stay where partitioning is based
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Non-homogeneous Markov models for sequential pattern mining of
healtheare data

LALIT GARGT AND SALLY McCLEANT

School of Computing and Information Engineering, University of Ulster,
Coleraine, Co. Londonderry, BT52 184, UK

BrRIAN MEENANG

School of Engineering, University of Ulster, Jordanstown Campus,
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AND
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Sequential pattern mining has been a popular data mining technique for extracting useful information
from large databases and has successfully been used for numerous industrial and commercial problems.
This paper presents a new mathematical modelling application to healtheare, providing important infor-
mation to health service managers and policy makers to help them identify sequential patterns which
require attention for efficiently managing scarce healthcare resources and developing effective healthcare
management policies. In healthcare, these sequential patterns are analogous to the patient pathways. We
present a non-homogeneous Markov model for identifying not only patient pathways which have high
nrobability but aleo for identifvine pathwavs which incur hich cost or tme. In order 1o have a more
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Hospital bed occupancy and
requirements forecasting

eCollaborative partners: Nanyang Technological University
and Tan Tock Seng Hospital, Singapore.

* Approach: Markov modelling, reinforcement learning

*Data: Tan Tock Seng Hospital, Singapore.
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Hospital bed requirements forecasting
using satellite, weather & air quality
data
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An Intelligent Healthcare Mobile App

® Create an intelligent mobile app with the aims of:

* Empowering patients to taking a pro-active approach with regards to

their health

° Personalising patient care

* A more accurate patient health status by the use of remote
monitoring

° Strengthening the relationship between physicians and their patients

° Reducing the strain on the healthcare system and its resources

® The purpose of this solution is to combine the existing
technological services already offered along with machine learning
techniques to make healthcare services more accessible.
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An Intelligent Healthcare Mobile App

Patients Features

Patient Dashboard

Medication Tracker

Appointments

Symptom Diagnostics

Video and Chat appointments with GP’s
Doctor Directory

Patient Education

Medical and Surgical History

Disease Prevalence Statistics
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An Intelligent Healthcare Mobile App

Doctors Features

Medical records of current patients
Medication prescription

Tickets of referrals

Video and Chat appointments with patients
Patient diagnostics reports

Alerts for irregular or life-threatening vitals

Test scheduling
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Tensor-Based Methods for Handling Missing Data
in Quality-of-Life Questionnaires

Lalit Garg, Member, IEEE, Justin Dauwels, Senior Member, IEEE, Arul Earnest, and Khai Pang Leong

Abstract—A common problem with self-report guality-of-life
guestionnaires is missing data. Despite enormons care and effort to
prevent it, some level of missing data is common and unavoidahble.
Missing data can have a detrimental impact on the data anal-
ysis. In this paper, a novel approach to imputing missing data
in guality-of-life questionnaires is proposed, based on matrix and
tensor decompositions. In order to illustrate and assess those meth-
ods, two datasets are considered: The first dataset contains the re-
sponses of 100 patients to a systemic lupus erythematosus-specific
guality-of-life questionnaire; the other contains the responses of
43 patients to a rhino-conjunctivitis guality-of-life guestionnaire.
The two datasets contain almost no missing data, and for testing
purposes, data entries are removed at random to have missing
completely at random data. Several proportions of missing val-
wes are considered, and for each, the imputation error is assessed
through k-fold cross validation. We also evaluate different impu-
tation methods for missing at random and missing not at ran-
domdata. The numerical results demonstrate that the proposed
tensor factorization-hased methods outperform standard methods
in terms of root mean square error with at least 4% improvement.,
while the bias and variance are similar.

Index Terms—Health information management, medical infor-
mation svstems, missing data imputation, quality-of-life guestion-
naires, tensor decomposition.

treatment options for the patient [1]. However, a common prob-
lem with such guestionnaires is missing data [1].

The best possible method to deal with missing data is to avoid
the problem with careful planning and data collection [1], [2].
However, despite enormous care and effort to prevent it, some
level of missing data is common and unavoidable [1]-[3]. Such
missing data can have a detrimental impact on statistical anal-
ysis based on the questionnaires responses, including biased
parameter estimates and inflated standard errors [1], [2]. More-
over, most standard data analysis technigues are developed for
complete data, and they cannot directly be used with missing
data [1]. A variety of methods have been suggested for imputing
missing values in data [1], [4]. However, most of these methods
fail to fully exploit correlations in the data, and lead to unreliable
imputation of the missing values [5]. More research is desper-
ately needed to assess and improve the reliability of missing
data handling methods [1].

In this paper, we propose novel approaches for handling miss-
ing data more effectively, specifically, matrix and tensor de-
composition methods. We assess and illustrate these techniques
by means of two datasets. The first contains the responses of
100 patients to a systemic lupus erythematosus-specific quality-
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Web-based tools for Missing data
handling In medical questionnaires
Funding body: Nanyang Institute of Technology in

Health & Medicine (NITHM), Singapore, University of
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Web-based tools for Missing data
handling In medical questionnaires

Collaborative partners:

Lalit Garg, Justin Dauwels!, Arul Earnest?3, Leong Khai Pang’
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CP based missing data imputation method

Third follow-on

SN Q1 02 Q3 Q4 Q5 Q6 Q7 Q8
Patient 1 Nan 1 1 4 4 4 Nan 4
Patient 2 & Nan 5 T Nan r 5] 6 4
Second follow-on 2 1
SN Q1 @ a3 @ Qs 0 a7 Q8 4 1
Patient 1 2 2 2 2 Nan 2 Nan 2 2 3
Patient 2 4 6 Nan 6 2 6 5 5 ] 4
First follow-on 2 1 : 5
SN Q1 Q2 0 Q1 Q5 Qs Q7 Q8 Q9 4 ] =
Patient 1 Nan 1 1 1 1 1 1 1 1 2 3| 3 :
Patient 2 3 5 1 5 2 6 5  Nan 3 > sl 2 3
Patient 3 1 1 1 1  Nan 2 2 2 1 3 2 3 3
Patient 4 1 Nan 1 1 1 1 1 4 if 3 a1l 3 5
Patient 5 2 1 1 1 1 3 2 2 3f 3 ] 1
Patient 6 3 4 2 5 4 7 4 5 af 2 1 3 i
Patient 7 1 1 Nan 1 1 1 Nan 3 2 3 3 L L
Patient 8 7 7 3 7 7 7 3 3 4 3 3 : 3
Patient 9 1 1 1 1 1 1 2 3 3 2 2
Patient 10 6 7 6 7 6 7 1 2 1 4 4
Patient 11 1 1 1 1 1 1 3 3 3f 1 1
Patient 12 Nan 1 1 1 1 3 3 3 33 3
Patient 13 1 4 1 3 1 3 2 2 2
Patient 14 4 Nan 1 4 1 4 3 Nan 4
Patient 15 1 1 1 Nan 1 5 1 1 1
Patient 16 1 3 1 1 Nan 3 3 3 3
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CP based missing data imputation method

Third follow-on
SN a1 a2 az Q4 a5 a6 Q7 03
Patient 1 4 4 4 4 4 4 3
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Second follow-on
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First follow-on
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Patient 14
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Biomedical and Health Informatics. In press. doi:
10.1109/JBHI.2013.2288803. URL.:
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Missing Data Imputation in Medical Questionnaires, The 37th International
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Japan, March 25 - 30, 2012.
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International Conference on Information, Communications, and Signal
Processing (ICICS 2011). Singapore 13-16 December, 2011.

L-Universita |
412012022 ta' Malta Dr Lalit Garg


http://lalitgarg.weebly.com/missingdatahandlingproject.html

MDSS for managing acute upper
gastrointestinal bleeding
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MDSS for managing acute upper
gastrointestinal bleeding

Collaborative partners: Nanyang Technological
University and Tan Tock Seng Hospital, Singapore.

Data: Tan Tock Seng Hospital, Singapore.

Approach: Pattern analysis and matching, Machine
learning, rule based systems.
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Using phase type distributions for modelling HIV disease progression

Lalit Garg Giovanni Masala’ , Sally I. McClean', Marco Micocei” , Gluseppina Cannas
‘School of C omputing and Informatzon Engineering, University of Ulster Coleraine, UK
’Faculty of Economics, University of Cagliari, Cagliari, Italy
garg-l@email ulster.ac.uk, si.mcclean@ulster.ac.uk, gh.masala@unica.it

Abstract

Disease progression models are useful tools for
gaining a systems’ understanding of the transitions to
disease states, and characterizing the relationship
between disease progress and factors affecting it such
as patients’ profile, treatment and the HIV diagnosis
stage. Patients are classified into four states (based on
CD4+ T-lymphocyte count) and all the transitions are
allowed. Examinations to identify disease progression
of the patient are carried out routinely throughout the
follow-up period. Therefore, the times spent at the
various HIV infection stages are interval censored or
right censored. This makes difficult to use simple
statistical methods such as regression to model the
disease progression and its relationship with the
diagnosis stage. We present a novel, more intuitive and
realistic apnroach based on nhase tvne distributions to

Organization (WHO) proposed a simplified model
which classifies HIV infection (or the progression of
HIV disease) as a four stage bidirectional process [2].

The mmmunological status of an HIV infected
patient can not only progress sequentially from the first
stage (i.e., stage 1) to the final stage (i.c., stage 4) but
also regress or jump from a stage to any other stage.
Examinations to identify disease progression and to
determine the CD4 count of the patient are carried out
routinely throughout the follow-up period. Therefore
the times spent at the vanious HIV infection stages (HI
stages) are interval censored [3] or right censored. This
makes difficult to use simple statistical methods such
as regression to model the disease progression and its
relationship with the diagnosis stage. Markov models
[4], hidden Markov models [5], and semi-Markov
models [6] have been popular choices to model HIV
disease progression.



HIV-disease progression modelling

Collaborative partners: University of Ulster, UK and
University of Cagliari, Italy.

Approach: Phase type survival tree analysis, survival
analysis, Markov process model, Bayesian Analysis

Data: Istituto Superiore di Sanita, Roma, Italy
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HIV-disease progression modelling

More info:

Garg, L., Masala G., McClean S.1., Micocci M., Cannas G. (2012). Using phase
type distributions for modelling HIV disease progression, Computer-Based
Medical Systems (CBMS), 2012 25th International Symposium on, 20-22 June
2012. doi: 10.1109/CBMS.2012.6266408.

Garg L, McClean SI, Meenan BJ, Millard PH (2011). Phase-type survival trees
and mixed distribution survival trees for clustering patients’ hospital length of
stay. INFORMATICA. 22(1): 57-72.
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Epnergy Feature
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Effective Data Acquisition for Machine
Learning Algorithm in EEG Signal
Processing

Jumes Bonello, Lalit Garg, Gaoaray Garg and Elimear Elisha Audu

Abstract The aim of thig paper is to demonstrate that small datazet can be wsed in
maching leamming for sefvure monitaring and detection using smarm arganization of
multichannel FFEG sensor data. This reduces training time and improves compus
tational performance in lerms of space and tme complexities on hardware imples
memnlations. The propased approach has been tested and walidated using CHB=MIT
dateset contziming EEG recordings of 24 clinically verified seizure and nonmseizune
podialmc paticnts. The prodsctability is discessed in forms of the latency and the
required length of data for the proposed approach over the slatesolethesart method m
the lield of EEG=based seizure prediclion.

Kevwards EBEG - Mulichaneel dala - Semsor data - Machine leaming
Autaested selrure detection

1  Intreduction

The traditional process of manually deciphering information and analysis of clec-
meencephalography (BEG) data for medical diagnosiz ia practically challenping and
technically demanding to experts. With the emergence of maching leaming and
their applications in classification, nonlinesr approximation and patiem recognition,
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Smart Sensor for EEG Acquisition
and Epileptic Seizure Detection

Collaborative  partners: Nanyang Technological
University, Singapore and Massachusetts General
Hospital, MIT, USA.

Approach: Singular Vector Machine, Extreme learning
machine, probabilistic clustering, Empirical mode
decomposition.

Funding Body: MNN-RIDT

Data: Massachusetts General Hospital, MIT, USA.
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Smart Sensor for EEG Acquisition
and Epileptic Seizure Detection

More info:
Ali H. Shoeb, John V. Guttag: Application of Machine

Learning To Epileptic Seizure Detection. ICML 2010:
975-982.
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EEG and fMRI integration based
models of brain disorders

~..—Electroencephalogram (EEG)

1Pros: Fast Temporal Response

Cons: Poor Spatial Resolution
(CPP and 2-D)

'

3D fMRI

functional Magnetic Resonance Imaging(fMRI)
% Pros: Good Spatial Resolution (3D)
Cons: Slow BOLD transient response
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EEG and fMRI integration based
models of brain disorders
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Combined EEG-fMRI Analysis

4/20/2022

3D fMRI
Image of
Brain

Localization for various signals on
BOLD Activity Brain Maps
(corresponding to the EEG signals
from individual channels)

e

Defining the Model for Various
Mental Disorders and
Degenerations

=0

Analyse and Modify for various

L-Universita
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Mental Disorders and
Degenerations
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EEG and fMRI integration based
models of brain disorders

Collaborative partners: Intelligent Systems
Research Centre, University of Ulster, UK,
Nanyang Technological University, Singapore

Funding: Northern Ireland Department for
Education and Learning

Approach: Probabillistic clustering, cluster
analysis, functional analysis, convolution, SVM,
ELM, factor analysis, latent class model (LCM)
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EEG and fMRI integration based
models of brain disorders

More info:

Garg G, Prasad G, Garg L, Coyle D (2011).

. 13(4):255-260.

Garg G, Girijesh P, Damien C (2013).
. Journal of

neuroscience methods. 215(1):71-77.
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Predicting Neurological Disorder via
Social Media
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Predicting Neurological Disorder via
Social Media

Collaborative partners: Jiwaji University Gwalior

L-Universita
ta' Malta

Approach: CES-D screening test, Social media
analytics, Major Depressive Disorder (MDD)
classifier, Probabilistic clustering, cluster analysis,
functional analysis, convolution, SVM, ELM, factor
analysis, latent class model (LCM)
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A Masked-image recognition system

Lalit Garg,
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A Masked-image recognition
system

o Developing novel approaches to anonymously
recognizing face masked persons.

1. A hashed value of image and masked-image
combination linked to users for cryptographic image
identification.

2. A Machine Learning model trained with maskless
and masked human image pairs for image
recognition purposes

3. First an online facial image database is used,

4. Several participants are also recruited.
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A Masked-image recognition
system

1. Blockchain model for cost-effective image hash

storage and retrieval

2. Machine learning and Al recommender system for
Image recognition

3. User Interface Frontend forms and Backend

prototype test cases, design, and testing
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Smart Sensor for EEG Acquisition and Epileptic

Seizure Detection and prediction

With
Prof Justin Dauwels, NanyangTechnological University, Singapore
Prof Alok Mishra, Atilim University, Turkey
Prof K Ramesh, Karnataka State Women's University, Vijayapura, India
Dr Gaurav Garg, Ulster University, UK
Students:

Ms Sylvia Bugeja, Mr Eliazar Elisha Audu, Ms. Noela Galea, Ms. Yezi
Ali Kadhim, Mr Sean Bugeja, Mr. James Bonello
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Epilepsy

* Epilepsy is a medical condition associated with recurrent
seizures, which disrupt normal electrical function of the
brain as a result of excessive synchronization (hyper-

synchronization) of cortical neural network.

® It has profound effects on the state of consciousness,
cognitive function and bodily motor control of the affected

persons at the onset of seizures.

* Statistical studies from World Health Organization (WHO)
revealed that about 1% (or 50 Million) people worldwide are
currently atfected by epilepsy.
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Epileptic Seizure
® In about 70% of epileptic patients, the prognosis for

managing seizures is good.

* However, about 25% of the people living with epilepsy are
resistant to anti-epilepsy drug treatment or cannot be cured
by surgery.

* About 30% of the epileptic patients remain untreated.

® People living with epilepsy faces risk of sudden death, high

possibility of emergency room cases, social discrimination

and stigmatization, and socio-economic problems.
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Epileptic Seizure

Over 50 Million people
affect by epilepsy world
Wide

Faces Cmcrgency room

About 70% of epileptic
patients show good prognosis

Epllep Sy cases and social

stigmatization

About 25-30% of Epileptic
patients proved resistance
to drug treatment
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Epileptic Seizure

Risk of low socio-
economic income
Difficulties in Risk of psychopathic
family and marriage behaviour
Negative Religious
opportunities
.______...--"""-—-'-.

influence
social Unexplain dead
disqualification
Medical
emergency cases

Unfavuurable
Cultural Belief
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Epileptic Seizure Detection and
prediction

® Good news!! Interdisciplinary research offers clinical
management of epilepsy through the application of signal

processing and machine learning techniques.

* Epileptic seizure detection aims to develop systems which
monitor patient EEG, learn to classify whether it is seizure or

non-seizure EEG and act upon such a decision

° Epileptic seizure prediction aims to develop systems which
monitor patient EEG, learn to predict whether the present

signal is indicating the provability of occurrence of a seizure
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Epileptic Seizure Prediction

e Use signal processing and machine learning techniques
® Extract features -> Create feature space -> Train -> Learn

° Patient—specific VS. Patient—non—specific systems

Patient—non—specific systems do not perform well across a large patient

population, therefore not practical
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Epileptic Seizure Prediction
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Epileptic Seizure Prediction

Normal EEG Signal
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Extracting seizure and non-seizure sets

e Each hour is first segmented into 2-second epochs of EEG

* Extracting non-seizure sets is very simple

1. Divide non-seizure hour into smaller sets of some decide

equivalent length (eg. 10 minutes)
2. Store selected sets in patient folder

Omne howur of epoched EEG

A

EEG

l Segment into ten minute sets

1 < 3 4 5 &
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One ten minute set
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Extracting seizure and non-seizure sets

o Extracting seizure sets is less trivial

* May have multiple seizures recorded in one hour of EEG

® (Get seizure hour

® For every seizure in the hour

Extract set of appropriate length (eg. 10 minutes) such that no other

seizure EEG is contained within the set
Store details of acquired seizure set in reference table

Store seizure set in patient folder

* Acquires smaller sets that still contain the necessary seizure
EEG

BT UNIVERSITY OF MALTA f) % UnlverSIta
| li 8" Malta -




Extracting seizure and non-seizure sets

One hour of multi-channel epoched EEG for a patient

\

Actual seizure EEG Actual seizure EEG
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Extracting features

® The power is calculated from the frequency domain by
squaring the amplitude
* For every EEG epoch

® Convert from the time domain to the frequency domain

Uses Fourier Transform
* Take the frequencies over the range {1, 2, 3, ..., 10}
® Calculate the total power over these frequencies
® Take the average
® Why the lower frequencies only?

® Seizures generally act on the lower frequencies of EEG

® So the feature will be the average power over 1-10 Hz
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/" Medical images: characteristics

® The prominent waves present in EEG recordings

Delta (1-3Hz)

Theta (4-7Hz)

Alpha (8-12Hz)

Beta (13-25Hz)
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Extracting features

Multi-channel EEG in time domain

6/5|4| 3 2 1 ~—_ Getepoch

)

J

Fourier Transform

H Multi-channel EEG epoch in frequency domain

\\ Get average power for frequencies 1-10 Hz
1

IH\
. P
[Each epoch contains average power from 1-10Hz

for every channel)
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Extracting features

® Discrete Wavelet Transform
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Creating the feature space

Created by concatenating the patient folder sets

Vary in size across different patients

° Depending on number of channels and specified set length

Represents temporal evolution of average power
° 3—cornponent feature vector containing 3 consecutive epochs

e The “patient—specific” feature of the training set

EEG-data

® Remove artefact channels
® Transform into temporal representation

® Add to feature space
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Creating the feature space

* Supervised learning approach

® (Created by using seizure start and end details from the reference

table

® Feature vectors that contain seizure epochs = 1

e Feature vectors that contain no seizure epochs = -1
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Creating the feature space

Set n from chbXX subset
|

Remove artefact channels

Transform into temporal feature vector

One multi-channel epoch

| |

1 2 3 " Feature Vector
2 3 4
3 4 5

Feature

9 4 5 6

Space
7 8 9
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Training

® For every patient we now have a feature space and its label

vector

e SVM used for training on these structures

* Applies 3-fold cross validation
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Software and data used

® Method applied on CHB-MIT EEG datasets (as in Shoeb et.
al.)

® Pediatric EEG
e EEGLab is a toolbox plugin for MATLAB

* EEGLab used for visualisation, manipulation and processing
of EEG data

e MATLAB used for building input structures and SVM

training
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Results: Evaluation Criteria

L Sensitivity

® percentage of seizure epochs Correctly detected

TP

TP+ FN =00

Sengitivity =
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Results: Evaluation Criteria

® Sensitivity
® percentage of seizure epochs correctly detected
® Latency
® the delay between the actual start of the seizure (or seizure
onset) and the time it took the classier to react
® Specificity
® number of non-seizure epochs falsely classitied as seizure epochs
TN
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Results: Evaluation Criteria

L Sensitivity
® percentage of seizure epochs correctly detected

° Latency

® the delay between the actual start of the seizure (or seizure

onset) and the time it took the classier to react
® Specificity

® humber of non-seizure epochs falsely classified as seizure epochs

e Results are prioritized by sensitivity followed by a
tradeoff between latency and false positive number
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Results

Sensitivity 92.39% 96%
Latency 3.72 seconds 4.6 seconds
Selectivity 91.55%
Total number of hours 49.48 hours 916 hours
used
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Another method

® The proposed method creates a simple, yet very eftective
training set acquisition for epileptic seizure detection making

the classifier’s training phase faster.

® The proposed method was tested using CHB-MIT database, a
dataset of 977 hours of EEG data containing 192 seizure
instances from 22 pediatric patients collected at the
Children’s Hospital, Boston.
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Results

10-Minute 20-Minute | 30-Minutes | Shoeb et

Subsets Subsets Subset al.™

SVM | ELM | SVM | ELM | SVM | ELM | results

Sensitivity(%) | 95.33 | 99.48 | 95.42 | 99.48 | 97.98 | 98.99 | 96%
Specificity(%) |87.11| 74.21 | 89.90 | 77.16 | 83.73 | 81.39 -
Latency(Seconds) | 3.18 | 0.97 | 2.88 | 0.97 | 295 | 1.26 3
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Epileptic Seizure Detection using

Classifier stacking

With

Simon Xerri
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Signal Processing

Classiflcation

Reference || Year | Dataset Method Method Results
Sonsitivity: 97.20
H 020 | CHB-MIT DWT SVM Specificity: 1009
Aceuracy: 98 6%,
e ) Sensitivity: 99.4%,
2] a010 | Bopn | DWT and Line Length ANN Specificity: 1007
Feature Extraction i
Accuracy. 29,6075
. . Sensitivity: 100%
K-Means Clustering S
| | 2011 Bonn DWT A;:;i;” ]111.\:;:11:" Specificity: 08.04%
B Accuracy: 99,600,
3 2007 Bonn DWT SVM Accuracy: 99.28%
VM Accuracy: 100%
4 2019 Bonn EMD K-Nearest Neighbour Accuracy: 1007
Decision Tres Accuracy: 96.67%
) e ANN Accuracy: 93.9%
- !
= 2016 Fonn bWl VM Aceuraey: 99.97%
251 2018 | CHB-MIT DWT SVM Accuracy: 95.6%
Sensitivity: 96%
il 2020 Bonn DwT ANN Specificity: 9%,
Accuracy: 984%
Sensitivity: 93.755
]| 2011 Bonn AE SVM Specificity: 52.5%
Accuracy: 8800,
58] 2011 Bonn DWT and AE PNN Accuracy: 99% - 100%,
Sensitivity: 100%
B 2012 Bonn EMI SVM Specificity: 00.38%
Accuracy: 99 50%
RF, K-Nearest Neighhour, Sensitivity: 97 91%
o] -MIT q, unctional Tres, Specificity: 99.57%
011 | CHBE-MIT EMD I al T fi 99.57°
and Bayes Net Accuracy: 99.41%
] v Sensitivity: D807
kil 2013 | Bonn EMD SVM q[i::i]ﬁ:i:.‘.{" 00
=] 2019 Bonn EMD sVM .-‘uiciunui_';': a7.30%,
[ M8 Bonn EMD SV Accuracy: 1005
Sensitivity: 10095
£} 2020 | CHE-MIT EMD ANN Specificity: 97.92%
Accuracy: 99.06%
0] 2013 | CHB-MIT DWT ANN Accuracy: B0.0%
e —_— Sensitivity: 96 875
BN | 2020 | CHB-MIT |  Channel Selection SVM Censitivity: 06.57%

Specificity: 99.95%
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The epileptic seizure detection system
architecture

r CHE-MIT Scalp E;
- Dataset

——

Preprocessing
= Obtain seizure EEG recordings from scalp dataset
» Extract common EEG channels
= Apply filter to reduce noisa
+ Seizure recordings split into 2 second epochs

Feature Extraction
* Decompose signal using 5-level discrate wavelet decomposition
= Extract features from sub-band signalks
* Save features with comesponding class

Claseification
* Training single and stacked dassifiers
* Classification of EEG signals
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Classifier Stacking: an ensemble
learning technique

Training set

!

Training folds Validation fold
| |
[ 1

w1
u L )
E 1
e l l training l l
5
o ¢ C, oo Co Classifiers
e
l l redict l |
T v v v
Level-1 predictions
P P2 e P in k-th iteration

All level-1 predictions
1 Train

Meta-Classifier

}

f
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Results: confusion matrix

[ TH) = 1000
Mon-Seizure 1082
= 800
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Hon-5eirure Signaks Clazsified ax Seirure Sgnals 600
(TF)
400
Seizure 46 1097
200
Selrure Signals Classified l::l:l'l'f;"E“:ll Classified
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MNon-5e1Zure Selzure
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Results: Single classifier

Classifler || Accuracy | Sensitivity | Speciflcity
' SVM TEETE (0.8430 0.9318
NB (6838 (0.4258 09417
KMNN 09316 (15948 0.9654
RE 09313 (1.9033 09597
ELM (). BER3 (1.3576 0.9190
MLPNN 0.9473 0.9438 0.9514
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Results: Two classifiers stacking

Classiflers Accuracy | Sensitivity | Specificity
svh + NB 0.5928 0.8796 094063
SVM + KNN 09374 0.9280 0. 9460
SVM + RF 0.9350 0.9253 0.0446
SVM + ELM (8065 0.0028 0.8903
SVM + MLPNN 09460 0.9423 0.9494
NB + KNN 0.9371 0.9225 09516
NB + RF 09347 0.9203 0.9490
NB + ELM (1.8501 0. 8516 0.9257
NB + MLPNN 00302 0.9433 0.9353
KNN + RF 094632 0.9364 0.9561
KNN + ELM (0.93009 0. 2960 0.655
KENN + MLPNN 0.9530 0.9520 0.9541
RF 4+ ELM 0.9230 09030 0.9568
RF + MLPNN (1.9529 09414 09646
ELM + MLPNN 00474 0.9314 0.9634
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Results: Three classifiers stacking

Classiflers Accuracy | Sensitivity | Specificity
SVM + NB + KNN 0.9386 0.9271 0.9501
SVM + NB + RF 0.9322 0.9216 0.9434
SVM + NB + ELM 0.8043 0.9008 0.8877
SVM + NB + MLPNN 0,950 0.9500 0.9504
SVM + KNN + RF 0.9477 0.9404 0.9550
SVM + KNN + ELM 0.9207 0.9126 0.9469
SVM + KNN 4+ MLPNN [ 0553 0.9509 0.0506
SVM + RF + ELM (.04 0.9127 00461
SVM + RF + MLPNN 09558 0.9499 09617
SVM + ELM + MLPNN 0.0478 0.9459 0.9505
NB + KNN + RF 0.9485 0.9387 0.95584
NB + KNN 4+ ELM 0.0312 0.5986 09638
NB 4+ KNN 4+ MLPNN 0.9556 0.9488 0.9624
NB + RF + ELM 0.9304 0.9044 0.9576
NB + RF + MLPNN 0.9546 0.9478 09616
NB + ELM + MLPNN 0.9477 0.9413 0.9542
KNN + RF + ELM 0.9357 0.9212 0.9501
ENN + RF + MLPNN 0.9559 0.9512 0. 9607
KNN + ELM 4+ MLPNN 0.9468 0.9468 09472
REF + ELM + MLPNN 0.9473 (0.9394 0.9551
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Results: Four classifiers stacking

Classiflers Accuracy | Sensitivity | Specificity
svM + NBE + kNN + RF 0.9493 09431 09555
SVM 4+ NB 4+ KNN 4 ELM 0.9319 09132 0.9506
SVM 4+ NB + KNN 4+ MLPNN 0.9538 09540 09535
SVM + KNN + RF + ELM 0.9361 09153 0.9570
SVM + KNN + RF + MLPNN 0.9521 09376 (196615
SVM 4+ KNN + ELM 4+ MLPNN 093710 09461 09283
VM + RF + ELM + MLPNN 09466 093N 09546
NB + KNN + RF + ELM 0.9372 092K} 09546
NB + KNNMN 4+ RF + MLPNN 0.9553 0.9453 0.9654
NB + RF 4+ ELM + MLPNN 0.9448 09447 09454
KNN + RF + ELM + MLPNN 09487 09286 (9686
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4 N
Results: Five classifiers stacking
Classiflers Accuracy | Sensitivity | Specificity
SVM + NB 4+ KNN + RF + ELM 0.9373 09112 [.B6.35
SVM 4+ NB + KNN + RF + MLPNIN IR 0.9535 0.9665
SVM + NB + KNN + MLPNN + ELM 0.94650 009463 0. 4800
SVM + NB 4+ RF + MLPNN 4+ ELM 0.9450 0.9341 [.9558
NB + KNN + RF + ELM + MLPNN 0.9488 0.9254 0. 3504
BREZ UNIVERSITY OF MALTA " |l é-univerSit‘a
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4 N
Results: Six classifiers stacking
Classiflers Accuracy | Sensitivity | Specificity
SVM + NB + KNN + RF + ELM 4+ MLPNN 0.950:0 0.9368 0.9637
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Results: Summary: classifiers stacking

Clazsifers Accuracy | Sensitivity | Specificity
MLENN 0.9473 0.9438 0.9514
KNM + MLPNN (.9530 0.9520 0.9637
KNN + RF + MLPNN 0.9559 0.9512 09607
NB 4+ KNN + RF + MLPNN 0.9553 0.9453 (. 9654
SVM + NB + KNN + RF 4+ MLPNN 0. 9600 0.9535 0.9665
SVM + NE + KNN 4+ RF 4+ ELM + MLPNN (.9500 0.9368 0.9637
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Epileptic Seizure localization

e If we can detect or predict seizure onsets by using the less

number of channels (ideally only one)

o [t will help us in making the seizure detection and prediction

energy efficient.
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Biomarkers for Alzheimer’s disease using

functional MRI data

With
Dr. Gaurav Garg
Prot. Girijesh Prasad
Dr. Damien Coyle
Aim:
To provide novel methodologies to identify the
biomarkers for neurodegenerative diseases using

the functional neuroimagtag data. .
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Biomarkers for Alzheimer’s disease
using functional MRI data

Neurodegenerative disease

Neurodegeneration is a term for the progressive
loss of structure or function of neurons, including
death of neurons.

Examples of neurodegenerative diseases include
e Amyotrophic lateral sclerosis (ALS),

e Parkinson's disease and

e Alzheimer's disease.
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Biomarkers for Alzheimer’s disease

using functional MRI data

Alzheimer’s Disease

e The damage Initially appears to take place in the
hippocampus, the part of the brain essential In
forming memories.

e As more neurons die, additional parts of the brain
are affected.

e By the final stage of Alzheimer's, damage is
widespread, and Dbrain tissue gets shrunk
significantly.
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Biomarkers for Alzheimer’s disease

using functional MRI data

Alzheimer’s Disease

Healthy Severe
Braln AD
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https://www.nia.nih.gov/alzheimers/scientific-images

Biomarkers for Alzheimer’s disease
using functional MRI data

Functional Neuroimaging

LFP‘J\M o Subcortical microelectrode
n k3 implant and high-field fMRI.

Bmﬂ{\ * | e LFP: Local ficld potential

cav ° i e BOLD: Blood oxygen level

. dependent
CBL/\ D B |

1 ® CBV: Cerebral blood volume
e CBF: Cerebral blood flow
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Biomarkers for Alzheimer’s disease

using functional MRI data

Alzheimer’s Disease

N e
‘. g 0.2
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1 <Par:?dlgm ar?c?Voxelq'?mmSeggs (No. %? Scans)
Stimulus [llustrating the given stimulus
correlated matrix and corresponding activations

Illustration of fMRI of human brain for an auditory
paradigm (Garg et. al., 2011)
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Biomarkers for Alzheimer’s disease
using functional MRI data

Alzheimer’s Disease

BEG_MO BEG_MO
ISF0_0P =0 0 P

S 8

IPHG (PHO LN (L P
[HE  tHIP D rAMYD) - G (H 20 HEX

IFFO rFEQ

Most significant regions m AD as suggested
state-of-the-art literature.
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Biomarkers for Alzheimer’s disease
using functional MRI data

Alzheimer’s Disease

YH-EH freq 0.01Hz to 0.167Hz
d W\ , % b
f YA L J‘" (P-4

a - ¥

Significant differences based on frequency of metabolism based
analysis of resting state fMRI data.These regional differences may be
considered as biomarkers for the underlying pathology. Here, blue

represent decrease while yellow represg
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Dealing with the noise in the data
Existing limitations
® Environmental noises near cistern regions Oor air cavities

are widely left untreated, and distortion of the recorded

functional data poses diminishing effects on the analysis.

Proposed Solution
o Classify the data in terms of several Gaussian processes.

o Replace the values of the data from the mean of the
identified Gaussian process. This step removes the
distortion caused due to medium dissimilarity and fading
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Biomarkers for Alzheimer’s disease
using functional MRI data

Alzheimer’s Disease

Brain fMRI slice with AWGN: for untreated data
(a) Reference template
(b) Results; and similarly for data treated with GMM:
(c) Reference template and
(d) Results for SNR of 16, 8, 4, 2, 1 and 0 dBs respectively

from left to ries ) o
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Estimation of stimulus-driven
activation

Existing limitations
* State-of-the-art time domain analysis is based on a model
definition where the accuracy of the results depends on the
accuracy of the defined model. While, the data driven methods
mostly based on independent component analysis (ICA) may give
accurate results, but these methods often needs human

intervention to decide about the appropriate component to select

or discard.
Proposed Solution

e A hybrid method which includes the benefits of model driven and
data-driven analysis has been developed. This method is helptul in

automating the estimation process in the time domain analysis.
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Estimation of stimulus-driven activation
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Estimating pace of the metabolic A

EXisting limitations
* Existing resting state analysis methods take account of the total
power in the given time-series. Though, this strategy is useful to
identity the strength of the functional activity, but lack the ability
to distinguish the relative pace such as slovving or increasing the

metabolism of the brain, wherein, the pace of the neuronal activity

is an important factor in neurodegenerative diseases.
Proposed Solution

® A method, namely regional optimal frequency analysis (ROFA)
has been developed to identity the frequency supported by the

majority of the voxels at a particular region of the brain.
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Estimating pace of the metabolic activity

Regional optimal frequency analysis (ROFA)

0.02 Mean ROFA for Slow 5 band (0.01Hz-0.027Hz)
g VAW RS ,W',Ay\—vﬂ\/ﬂ’ VLN OB g SAAY
Hz o1
’ = DO NMNNENDOONOMNNeEDOOOMONEINDNOOOMONEINDNOOO NS IDOOM
0.055 Mean ROFA for Slow 4 band (0.027Hz-0.073Hz)
"'“W\Q(\m = M.MMA' - >
4 A B N > N vTe N y - Ny
Hz  go3s =V v AN
=S DO NMNN-ENDNOONMNNeEDOOOMONEINDNOOOMONEIDOOO NS INDOOM
0.135 Mean ROFA for Slow 3 band (0.073Hz-0.167Hz)
e s PN TR REGRARGIT I NN
' - DO MNEULDLOONEDOOONELDOO NS IDOONMNCSHSLLOM
0.065 Mean ROFA for Whole band (0.01Hz-0.167Hz)
~>
" 0.015 -\f"“ \N’ WA VNG N W
' - O «= O O = O = O = O = O =@ O =« O = (]
e==YH e EH AD
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Name of the Brain Regions* defined in Automatic
Anatomic Labelling (AAL) Template

Regions Name

Superior frontal gyrus, dorsolateral
Middle frontal gyrus

Inferior frontal gyrus, opercular part
Inferior frontal gyrus, triangular part
Rolandic operculum

Supplementary motor area

Superior frontal gyrus, medial

Cuneus

Lingual gyrus

Superior occipital gyrus

Middle occipital gyrus (MOG)

Inferior occipital gyrus (10G)

Fusiform gyrus (FFG)

Superior parietal gyrus

Inferior parietal

Supramarginal gyrus

Angular gyrus

Precuneus

Paracentral lobule

Superior temporal gyrus

Middle temporal gyrus

Inferior temporal gyrus

Superior frontal gyrus, orbital part (SFG_OP)
Middle frontal gyrus, orbital part
Inferior frontal gyrus, orbital part
Superior frontal gyrus, medial orbital (SFG_MO)
Gyrus rectus

Insula (INS)

Anterior cingulate and paracingulate gyri
Median cingulate and paracingulate gyri
Posterior cingulate gyrus (PCG)
Parahippocampal gyrus (PHG)
Temporal pole: superior temporal gyrus
Temporal pole: middle temporal gyrus
Olfactory cortex

Hippocampus (HIP)

Amygdala (AMYG)

Caudate nucleus

Lenticular nucleus, putamen

Lenticular nucleus, pallidum (LN_P)
Thalamus

Precentral gyrus

Calcarine fissure and surrounding cortex
44 | Postcentral gyrus

\ 45 Heschl gyrus (HESG)
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ommqmmbwmpp

a##gWWWWWNWWWNNNNNNNNNNNHHHHHHHHH
NPOO®ONOORMNFPOOXNODNPRP®NPLPOOONDTDWN P

Cerebellum
Vermis-cerebelli
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Early effects of degeneration on
neuronal entities

EXisting limitations
® |nitial stages of disease don’t show any structural Change in the
brain, but functional changes are evident. These functional changes
include task reallocation and overloading of the remaining neurons
as a compensatory effect. However, none of the literature has tried

to identify these functional changes as metabolically active

neuronal assemblies and degenerated neuronal assemblies as
recorded at the fMRI voxels.

Proposed Solution

® Cluster movement analysis (CMA) method has been proposed

where metabolically active and inactive voxels has been identified
based on the BOLD {MRI responses derived from each of the

boxes time-series- — ) ‘lf" Universita
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Early effects of degeneration on neuronal entities

Cluster Movement Analysis (CMA)

4
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Mean Intensity value change

Early effects of degeneration on neuronal entities

Name of the Brain Regions* defined in Automatic
Cluster Movement Analysis (CMA) Anatomic Labelling (AAL) Template

uperior frontal gyrus, dorsolateral
Middle frontal gyrus
Inferior frontal gyrus, opercular part
Inferior frontal gyrus, triangular part
Rolandic operculum

[ |
< |
fa
[ |
[ 6 | Supplementary motor area
[ |
8
N
‘1o

Count of BOLD intensity change

Superior frontal gyrus, medial

Cuneus

Lingual gyrus

Superior occipital gyrus
{11 Middle occipital gyrus (MOG)
Inferior occipital gyrus (I0G)
[ 18 Fusiform gyrus (FFG)

Superior parietal gyrus

Inferior parietal

Supramarginal gyrus

Angular gyrus

Precuneus

Paracentral lobule

Superior temporal gyrus

f1a
15
‘16
17
‘18
‘19
L2000
15 - Middle temporal gyrus
257
‘26
A
L8
‘29
130
l3

Inferior temporal gyrus
— 0 o Q : X} g g % B ;-‘ g %? CB L('\) S 8 % 0,\) ',: % £ % 8 '0\3 8 8 8 (2 ':| Superior frontal gyrus, orbital part (SFG_OP)
B e I I | 24, Middle frontal gyrus, orbital part

Inferior frontal gyrus, orbital part
Superior frontal gyrus, medial orbital (SFG_MO)
Gyrus rectus
Insula (INS)
Anterior cingulate and paracingulate gyri
Median cingulate and paracingulate gyri
Posterior cingulate gyrus (PCG)
182 Parahippocampal gyrus (PHG)
1383 Temporal pole: superior temporal gyrus
Temporal pole: middle temporal gyrus
/85 Olfactory cortex
Hippocampus (HIP)
Amygdala (AMYG)
Caudate nucleus
Lenticular nucleus, putamen
Lenticular nucleus, pallidum (LN_P)
Thalamus
Precentral gyrus

Number of the Brain regions from AAL template

==YH o=EH =e=AD

Postcentral gyrus
Heschl gyrus (HESG)

wnuagaJiad JOo led

Cerebellum
Vermls cerebelli
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A
38
139
40
]
42
e | 43 Calcarine fissure and surrounding cortex
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Biomarkers for Alzheimer’s disease A

using functional MRI data
Novelty

® A method to remove noises from the cistern regions of the brain

® A method to accurately identify the stimulus dependent activation

of the brain in a fully automated system.

° Identifying the pace of the BOLD metabolic activity in a frequency

domain framework for resting state data.

° Identifying the early functional changes in the brain along with

metabolically active and degenerated neuronal assemblies.

xr (Jf.-Université
B L Universic ta’ Malta ’ ‘ﬁ g‘%alta /




Analysing Reddit Data for the Prediction,

and Detection of Depression
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Analysing Reddit Data for the Prediction,
and Detection of Depression

° Psychological disorders are a growing concern in the world
around us. Depression and anxiety are two examples of such

disorders which may affect anyone.

® In 2017, more than 970.8 million people around the world
suffered from a type of psychological disorder, and almost another
337 million people had a psychological disorder starting to
develop.

* With such high numbers, detection of such disorders at an early

stage is of utmost importance.
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Analysing Reddit Data for the Prediction,
and Detection of Depression

® This research analyses different computer models which can be

used to predict the depressive disorder in humans.

® Various classifiers are explored and compared with each other to

see the pros and cons of each of the classifiers.

® The final results can then be used to determine which is the best
classifier or model to apply in the specific scenario based on the

requirements of the user.

® This knowledge can then be utilised by a medical professionals,
mainly psychologists, as a tool to help them determine the

psychological Well—being of their patients when it comes to

= =S ‘Jf.-Université
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depression.




Analysing Reddit Data for the Prediction,
and Detection of Depression

® This research analyses different computer models which can be

used to predict the depressive disorder in humans.

® Various classifiers are explored and compared with each other to

see the pros and cons of each of the classifiers.

® The final results can then be used to determine which is the best
classifier or model to apply in the specific scenario based on the

requirements of the user.

® This knowledge can then be utilised by a medical professionals,
mainly psychologists, as a tool to help them determine the

psychological Well—being of their patients when it comes to
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Dataset

® 1. Made up of reddit posts and reddit comments. IT consists of

two types of users, depressed users and control users.

® For a user to be classified as depressed, s/he had to explicitly state
in their posts or comments that they have been diagnosed with

depression.

* In total, it contains 214 depressed users who had a total of 90,222
submissions, and 1,493 control users who had a total of 986,360

submissions.
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Dataset

Table 2: Table showing statistics of the dataset [33].

Train Test

_ Depressed ~ Control =~ Depressed ~ Control
35 72 ™ 74l
Number of submissions 49,557 481,837 40,665 504,523

Average number of submissions

367.1 640.7 514.7 680.9
Average number of days from first
586.43 640.7 514.7 702.5
submission to last submission
Average number of words per
27 .4 21.8 27.6 23.7

submission
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Methodology

ather Dataset
i
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Clean data and
Training perform word Train Classifier
get statistics
A -
Split into
training and X
testing subsets
- Feed testing data Trainad
_ Clean Data to classifier for Classifier
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Cross validation

All Data
v ' | v v
S1 52 S3 54
Training Testing

51 52 53 54

S1 S2 54 S3

51 53 54 52

52 S3 54 51
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Cross validation

All Data
v ' | v v
S1 52 S3 54
Training Testing

51 52 53 54

S1 S2 54 S3

51 53 54 52

52 S3 54 51

——EH

;..: UNIV ERQI']Y OF MALTA

"Malta

Universita

‘%s




Evaluation

. TP
Precision =
TP+FP
TP+TN
Accuracy =
TP+TN+FP+FN
2XPrecision XRecall
F1 — Score = —
Precision+Recall
. TP
Sensitivity = Recall = ——
TP+FN
TN
Specificity = ——
pecificity TN+FP
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Results

Table 7: Evaluation Metrics for the Implemented Models

Precision Accuracy Sensitivity Specificity F1-Score

Logistic 0.64 0.90 0.46 0.96 0.54

Reoression

029 076 06+ 078 040
058 090 063 09 0.0
EON o o8 o043 092 043
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Emotional Testing on Facebook’s User
Experience: Aims

/

< Acquire insight on how user-friendly the product
IS for new users when compared to frequent
uSers.

< Discern which parts of the brain had the largest
difference between groups and motives behind

L)

an individual’s emotional state.
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Emotional Testing on Facebook’s User
Experience: Aims

/

< Understanding how user’s emotions fluctuate
when undertaking certain tasks on a software
product.

L)

< Exploring the difference in usability aspect of
Facebook, from new to frequent Facebook users.
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Emotional Testing on Facebook’s User

Experience: Design
SEGMENTATION OF EACH TASK

. ™

[ Read Task H Perform Task }—)| Seli-assessment }—bl Rest l

«—15Seconds—»  «— 3Minutes —»  «— 15 Seconds —:- €— 30 Seconds —»-
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Raw EEG Data

EEG DATA PROCESSING DESIGN

Emotional Testing on Facebook’s User
Experience: Design

Segment by task and
background data

Extract each signal

Density on task and

Density on task and

Divide Power
Spectral Density of

" r . .
Aesign Channel Independent Band pass filter
Li % aticins Component Analysis 2-32Hz
e _/J o M e |
" f‘ . .
Power Spectral Power Spectral

task with background
data

Sell-Assessment
Manikin Data

. —,
Get Category of Self-
Assessment Manikin

saparetaly background data background data
. . . . |
a ™ Obtain Spectral Puwer]
|, Obtain arousal and Density for theta, alpha
valence levels and beta frequency
\ ) band for each channelJ

¥

_Ln:retermine Emotional

Chosean
L A
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Emotional Testing on Facebook’s User

Experience: Design

INDIVIDUAL CONDUCTING TASK ON
FACEBOOK
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Emotional Testing on Facebook’s User

Experience: Design

eSYSTEM DESIGN FOR 9 NEW
AND 9 FREQIENT U§§Rs

Performs tasks on
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Emotional Testing on Facebook’s User
Experience: Results

Comparing the difference between both group's highest values of spectral power

g _ density in beta frequency and the highest difference in SAM test
0 5 o
EEE 16
858 1
¥ 5o
Sz - 12
T 2 E 10
e
[ R
2T
g5 6
51
3 E-E 2
[ TR I
Egs 0 "
2= 1 2 3 4 5 6 7 g 9 o 11 12 13 14 15 16 17y 1B 19 20
Task Mumber
mmm Total summation of substantial difference in betafrequency (max 16 channels) =g 5 AN Test difference between groups
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Facebook’s User
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Results
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Emotional Testing on Facebook’s User
Experience: Conclusion

e Statistical difference between new and frequent Facebook

users’ alpha and beta frequencies.
® The temporal region, which consists of the limbic system,
which is responsible for an individual’s mental state of mind,

had the most notable difference in beta frequency.
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Emotional Testing on Facebook’s User

Experience: More details
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ABSTRACT This study aims at understanding how a user’s emotions fluctuate when undertaking certain
tasks on a social media platform such as Facebook or other software products which may have emotional
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